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ABSTRACT 
 

The repository of any learning management system (LMS) keeps growing and becomes a rich source of 

learning materials with the passage of time. This learning resource may serve subject experts by allowing 

them to reuse the existing material while preparing online instructional materials. At the same time it may 

help the learners by allowing them to retrieve the relevant documents for efficiently achieving their learning 

goals. We have proposed a novel scheme for searching documents relevant to concept knowledge to be 

imparted to students, which assists subject experts in synthesizing the course material, by facilitating them to 

reuse existing learning objects available in e-learning repository. It also helps students in finding relevant 

learning resources efficiently for interactive e-learning. This paper presents an efficient way of retrieving 

information related to the teaching domain from a vast reservoir of documents. We have employed fuzzy 

clustering, fuzzy relation along with information retrieval techniques to discover the underlying structure of 

knowledge and identify knowledge based relationship between learning material and retrieving the relevant 

documents. The experiments conducted to judge the suitability of fuzzy clustering for discovering good 

document relationships and to evaluate the performance of the proposed information retrieval system, show 

encouraging results. A practical implementation of this technique has also been demonstrated in the 

implementation of eLGuide, a framework for an adaptive e-learning system.  
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1.0 INTRODUCTION 

 
E-Learning applications generally involve preparation of material to be used for online instructions by subject 

experts (authors) and its use by the students for the purpose of learning & achieving their goals. So, the e-

learning application can be termed as sucecssful in its goal by mapping the effort put into its development and 

judging how efficiently the information can be retrieved by the students. The study materials or learning ob-

jects are created, stored in the learning repository and made accessible to students via Internet and telecom-

munication technologies. Over the period of time, these learning repositories in itself become a rich resource 

of learning and may be used to provide relevant documents to students. E-Learning is such a learning envi-

ronment where information or material is provided to the student through the internet. One extreme approach 

to achieve the objective of e-learning is to provide certain links based on particular sequence. However, this 

approach seems to be rigid as the student has no chance to explore by itself. Another extreme is to provide the 

entire pool of knowledge to the student but it may stray the students’ attention from the original topic. So 

there must be a path in between. The aim of adaptive e-learning is to provide students the documents that are 

the most suitable to a specific concept [4]. The proposed work addresses this situation by proposing a method 

for searching documents in the learning reservoirs and retrieving documents that are related to a concept that 

the student is currently reading. This also enables the reuse of learning objects in preparing the instructional 

material by the subject experts and thereby saves a great deal of time and effort of the subject experts. In this 

paper, a novel approach is proposed to retrieve information related to the teaching domain from a vast reser-
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voir of documents using fuzzy clustering and information retrieval techniques which dynamically discover 

document relationships and which may also be helpul for the teachers in designing the knowledge domain 

more efficiently.  

The proposed solution aims to cluster similar type of documents contained in a reservoir of knowledge using 

fuzzy-c means clustering [29]. This results in a relevance matrix showing the association of documents in 

different clusters. The concepts to be imparted to the learners would be identified and specified by the ex-

perts. Another relevance matrix is generated specifying the relationship between concepts and documents. 

Then composing the above two matrices, we obtain the relationship between the concepts and clusters i.e. we 

obtain a matrix showing the membership degree of various concepts in different clusters. Here the idea of 

optimal cluster is introduced i.e. optimal cluster is the best representative of a particular concept and the 

probability of finding documents which are the best match to the concept lies with that cluster. The proposed 

method helps in the efficient retrieval of documents from knowledge reservoir. In addition to providing ped-

agogically relevant information, the presented work also aims to assist teachers in the most crucial part of e-

learning process that is e-content development. 

2.0 RELATED WORKS  

There are a large number of computer-based educational systems, especially intelligent systems, which are 

built to support students, interact with courseware and collaborate with the teachers and peers. However, the 

issue of supporting teachers is rarely considered. This might be explained in the light of student-centered ap-

proaches to learning and teaching. In the era of e-learning, teaching strategies are simulated inside the soft-

ware systems and often the teachers’ role is mainly limited to preparing course material (e-content), which is 

the most important and time consuming activity.  

IRIS (IRakaste-Ikaste Sistima; Teaching-Learning System) is a tool that is developed for helping the instruc-

tor in building an smart teaching & learning system for various domain [1]. Elorriaga et al. [9] integrate a 

Lesson Planner Manager to the IRIS that allows the teacher to create specialized lesson plans for students, 

monitor their results in these lessons and accordingly, take the appropriate instructional decision. Merceron 

and Yacef [16] developed Logic-ITA, an intelligent system, which is web based, it is to be used as a Teaching 

Assistant that will facilitate the process of teaching & learning. Like Elorriaga et al. [9], Merceron and Yacef 

also focus on supporting teachers by providing only pedagogically relevant information [16]. A software tool 

called Pépite was developed to help instructors diagnose their students’ competencies [8]. Mazza and Dimi-

trova developed an approach to support the facilitators in the WCMS environments [14]. In their system 

CourseVis, they explored the graphical presentation of the information stored in WCMS through various 

visualizing techniques.  

Supporting the teachers in quantitative evaluation of their distance courses is discussed by Chang [6], who 

reports that most WCMS aren’t integrated with a mechanism to evaluate distance learning course-ware 

quantatitively. As there are so many students in Web based courses, Santos et al. emphasized the need for 

helping the teachers in correctly designing and manageing the concerted activity of the learning communities 

[28]. The work of Santos et al is directed to helping teachers in managing solely collaborative activities 

whereas other activities, e.g. re-use of existing material in e-content development, knowledge domain de-

sign, are not considered. 

In the proposed work, we employ fuzzy clustering techniques to discover the knowledge structure which is 

underlying and identify knowledge-based relationship between the learning material. For clustering of doc-

uments the most popular algorithm is Agglomerative-hierarchical-clustering [30]. The document collection is 

provided in a hierarchical organization by this method however K-Means algorithm, which is also used for 

document clustering, views the time complexity of this approach as challenging [13]. In these types of algo-

rithms each document is allocated to only one single cluster, thus generating hard clusters. With fuzzy clus-

tering [3] multiple memberships in different clusters are allowed. Nikravesh and Takagi [19] identify the use 

of fuzzy or neuro-fuzzy clusters to classify without any supervision based upon conventional learning tech-
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nique and Genetic & Reinforcement learning. Such algorithms have not been widely explored for clustering 

of documents although a research at [11] indicates that the Fuzzy c-Means algorithm [5] performs at-par with 

the traditional agglomerative-hierarchical-clustering methods. Improvment in search & retrieval efficiencies 

is achieved in information retrieval by application of clustering techniques [26]. Cluster hypothesis supports 

the use of clustering for information retrival [25]. It is based on the assumption that document which are 

resultant of a specific query would be more similar to one another in comparison to other unrelated docu-

ment thus these relevant document are more likely to be bunched with each other. To browse a large collec-

tion of documents, clustering is proposed as a tool [19] which can also be used as a tool for organization of 

search results on the web and meaningful groups after retrieval [32]. 

The search of material both for authors and learners may be facilitated by the the information provided by 

the ontology [17]. But we may foresee two problems in this approach, first, there would be a disagreement 

bytween the experts of a field about the correct ontology; Second, in field of engineering or telematics the 

correct ontology is dynamic. Hence, the deployment and maintenance efforts are costly. Similar limitations 

have been pointed out in the context of the Semantic Web [7].  

Knowledge domain may be treated as an abstract area that can be developed in various manners. An ap-

proach which is emerging popularly is developing the domain ontology i.e. to define the concept and the 

relation between these concepts [23]. Also, in Cooperative and Network Distributed Learning Environment 

project (CANDLE), each piece of course material is tagged with metadata according to an extended version 

of IEEE LOM (Learning Objects Metadata) model [15]. This approach is a major feature of the more general 

enterprise of the Semantic Web [18]. 

In the following sections, we describe representation of teaching domain, the proposed approach of infor-

mation retrieval which integrates various techniques like, soft computing, information retrieval and infor-

mation extraction. Finally, the experimental results are discussed.  

3.0 DOMAIN KNOWLEDGE REPRESENTATION 

The Domain Knowledge Base (DKB) contains pre-stored course materials, mostly unstructured document. 

Domain Meta-Knowledge (DMK) contains information describing the course material along with its interre-

lation. This section describes the DMK or the data that should be kept to describe the contents of DKB. The 

entire knowledge domain also called as teaching domain (Fig. 1) is modeled as: 

 

(i) Domain: Represnts the teaching domain knowledge. 

(ii) Concepts: Logical partioning of the Domain Knowledge is done into smaller element or concept [23]. 

(iii) Documents: Pool of documents related to various concepts, which would serve as learning resource 

for the users. 

 

 
Fig. 1: Domain knowledge model 

 

Domain is the representative of the entire teaching domain and is composed of a number of different con-
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cepts (represented by circles in Fig. 1). An important feature about concepts in a domain is that they are not 

isolated but are related to one another in various ways. The concepts within the domain may be interrelated 

in two ways [10]:  

 If it is necessary to learn a particular concept before learning the other concept, then it is said that former 

concept is pre-requisite for later concept and this relation is shown with full arrow. 

 Sometimes the essential pre-requisite relation exists between two concepts only to some extent and this 

type of relationship between concepts is shown as dashed arrow. 

Each concept has some degree of association to a number of documents (represented by small squares in Fig. 

1). The concept is considered learned when the user has successfully completed learning of the associated 

documents. The knowledge of a particular domain is thought to be complete once the entire concepts in that 

particular domain are learned. . In this sense, domain may be treated as a super set of user model which 

keeps track of concepts learned by user. Fig. 2 depicts this mapping between user knowledge on domain 

knowledge.                          

Brusilovsky and Milla proposed the strict overlay model over the teaching domain for user model representa-

tion [21]. It is proposed to start with mapping initial user knowledge (as shown in the grey zone in Fig. 2) 

with domain knowledge. For each domain concept learnt, the grey zone expands to cover the learnt concepts. 

Thus, the grey zone of the user model reflects the real-time understanding of the user of that domain. With 

the progress of the user’s performance, the grey zone grows in size to cover larger part of the domain 

knowledge. Greater the size of the grey zone, better is the understanding of the user of the subject. Once all 

the concepts of the particular domain are covered with grey zone, the learning of the domain is said to be 

completed. 

 

            

 

Fig. 2: Mapping of user knowledge on domain knowledge 

 
 

3.1 Knowledge Representation 
 

Knowledge in a domain is represented by logically partitioning different documents based on certain proper-

ties so as to place similar documents in same cluster. Initially there was a hard clustering approach in which 

the documents were associated with one cluster exclusively but gradually it was found that one document 
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may have some degree of association to one cluster while some degree of association to other clusters and 

hence fuzzy c-means clustering is used here to logically partition documents into various clusters, so that 

similar documents logically belongs to the same cluster. 

 
Each of the documents is denoted by an indexing term in the form a k-dimensional vector:  

 
{ 1, 2, 3, ..........., }i wi wi wi wikx                        (1) 

Here k represents the number of terms and wij represent the weight of term j in the documents i and is calcu-

lated as: 

 

.log( / )

2( .log( / ))

1
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wij
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fij N nj
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
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
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     Where, ijf  denotes frequency of j in i, 

   nj - number of document containing term j, and     

  N -  Total number of document. 

 

Here the weight reflects the importance of the terms appearing in the entire document set. For every docu-

ment in the document set (N), the weight for each index term needs to be calculated. Every document con-

tains a document vector which has the weight for every index term that appears in that document. For exam-

ple, if a word appears in all documents it will not have any value across the document’s set.  For calculating 

term weights, a method of combining the importance of a word in a specific document in the whole docu-

ment set is required. After we obtain the required values, the weights can be calculated [23]. 

3.2 Clustering Algorithm 

The concept behind fuzzy clustering is that of fuzzy logic and the fuzzy set theory [31], which provide the 

mathematical methods to tackle uncertainty [20]. Fuzzy c-means clustering is used here to logically partition 

documents into various clusters, so that similar documents logically belong to the same cluster. Every docu-

ment in a domain contains different association with the given concepts. i.e. a document may have close as-

sociation to one concept while with other concept it may have lower association. Here our main aim is to 

categorize document according to their association with different concepts. 

The fuzzy c-means algorithm takes as input (N*k) matrix X = [xi] for a data set with N elements each repre-

sented by k-dimensional feature vector. The number of clusters, (let it be c), and fuzzification parameter m 

(m=2). Both the clusters centers and the partisan matrix are computed to minimize the objective function 

given below: 
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At each iteration, the grades of membership and the cluster centers are updated according to the equation 

(4) and (5) as given below: 

 

Each element of matrix U,     
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The algorithm ends when the termination criteria is met, i.e.,    ( 1)t tU U 
 

  
 

   or the maximum number 

of iteration is achieved (t+1>tmax).     As a result, we get the matrix representing relationship between docu-

ment and cluster: 

 

          (6) 

    where,              

     M= number of clusters (taken as rows). 

N= number of documents (taken as columns). 

11a  shows association of document D1 in cluster C1, while 
MNa shows association of document DN 

in cluster CM. 

 

A teaching domain consists of various concepts, which is defined by subject experts (Fig. 2). Suppose 

there are N document and k concepts in a domain model. The relationship between the concepts (as de-

fined by experts) and documents is presented in the form of N*k matrix. 

 

(4) 
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                (7) 

    where,              

N - number of documents (taken as rows). 

 k  - number of concepts in the domain (taken as  

                     columns).  

11b  shows association of concept O1 in document D1, while 
MNb shows association of concept ON 

in document DM. 

 

Composing equation (6) that gives us the degree of association of particular document within different clus-

ters with equation (7) which gives us the association between concepts and documents using U o R = O, we 

obtain a relation (i.e. degree of association) of different concepts within different clusters. The relationship is 

represented in the form of the following matrix: 

  

           
 (8) 

    where,   

M- number of clusters (taken as columns). 

k- number of concepts(taken as rows). 

11e  shows association of concept O1 in cluster C1, while 
MNe shows  association of concept OM in 

cluster CN. 

 

Using the equation (8) derived above, we introduce the idea of “optimal cluster”, which may be defined as, 

“The optimal cluster is a cluster which has the highest association for that particular concept i.e. it acts as 

the best representative for that concept”. 

 

Suppose the user wants to learn a particular concept related to a particular domain. Then the user will be 

linked to the most optimal cluster i.e. the cluster which has the highest membership for that particular con-

cept and thus the search for documents related to that concept would be limited to the documents belonging 

to the optimal cluster rather the entire pool of documents. This ensures an efficient searching of document 

related to a particular concept. The process of document retrieval is discussed in the following section. 

4.0 DOCUMENT RETRIEVAL 

In the proposed model for domain knowledge, we generated a matrix defining relationship between concepts 

and clusters i.e. we may find out clusters that are the best representative of individual concepts. The concept 

vector is compared to every document vector within respective optimal cluster. This identifies the document 

coming closest to the query and determines the rank of closeness of fit to the others. Similarity function be-

tween the concept vector and the document vector [24] in the optimal cluster is used for retrieving the docu-

ments. 
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Suppose the document Di is represented as a vector of dimension t, 
{ 1, 2, 3,..........., }Di wi wi wi wit

and con-

cept Cj as a t-dimension vector of the form 
{ , ,.............. }

1 2
C w w w

j j j jt


. The similarity between the two items can 

be obtained as the inner product between corresponding weighted term vector as follows [23]: 
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Where, t is the number of keywords appearing in a concept. 

 

The vectors are compared and similarity level computed for obtaining the degree of matching amongst a 

concept and the document. A graded collection of "best- match" document according to cosine simililarity 

measure is outputed to the user for each concept. 

 

4.1 Performance Measure of Clustering Algorithms 

Internal performance measure is used for evaluation of the performance of a clustering algorithm. These 

measures are dependent only on the algorithm and don’t contain data set’s structural information. Various 

validity indexes for the FCM-algorithm use this approach. Algorithm independent, external performance 

measures are used for comparing the clustering results with the benchmarks, where knowledge about cluster 

formation is available. The following section covers these two types of evaluation measures. 

 

Internal Performance Measures: Validity Indices for the FCM 

The document clusters produced by fuzzy c-means algorithm should be fuzzy so that uncertainty and impre-

cision in the knowledge space can be handled. However, we need to achieve a balance amongst the level of 

fuzziness, the capacity to get good clusters & the meaningfulness of document relationships. Increasing the 

value of the fuzzification parameter m, is known to result in fuzzier partition matrix. Thus, this parameter 

can be adjusted to manage this compromise. In our data set, experimentally the value of fuzzification param-

eter (m>1) is set to m=1.03577 to obtain pretty good clusters and meaningful document relationships. How-

ever, establishing the appropriate values for m requires the use of a validity index. 

 

There are many validity indexes for the fuzzy c-means algorithm that are used to analyze the intrinsic quality 

of the clusters. Partition Entropy (PE) represents the proximity of a fuzzy partition with a hard one [3], de-

fined as: 

   

1
log ( )

a
1 1

N c
PE u u

i iN i
 


  

              (10) 

  

The value of PE lies in between 0 - where U is hard - to loga(c) – where each of the data elements have same 

membership in each cluster (u i  = 1/c). Dividing PE by loga(c) normalizes the value of PE to range in the 

[0,1] interval. 

 

External Performance Measures: Precision, Recall, F-Measure 

Two prevalent measure of evaluation of performance of information retrieval systems are Precision and re-

call [2]. They represent the propotion of the relevant document to the total document retrieved as a result of a 

query and the Propotion of retrieved documents to the number of relevant documents, respectively [12][27]. 



A Novel Scheme For Information Retrieval From E-Learning Repository.  pp 16-27 

 

 

24 

Malaysian Journal of Computer Science.  Vol. 28(1), 2015 
 
 
 

For a given cluster A and a reference cluster B, we define precision and recall as follows: 

 

Precision = Returned relevant-documents/Total returned documents 

                     P(A,B) = |A∩B|/|A|    (11) 

 

Recall = Returned relevant-documents/Total relevant-documents 

                 R(A,B) = |A∩B|/|B|          (12) 

5.0 EXPERIMENTAL RESULTS   

We performed several experiments with an objective to investigate the suitability of fuzzy clustering for dis-

covering good document relationships and to evaluate the performance of the proposed information retrieval 

system. As our prime aim is to use this technique of document retrieval in e-learning applications for retriev-

ing most relevant documents related to a particular concept, we preferred to choose data set related to teach-

ing domain. Hence, we collected data related to Books Preview from three famous Publishers’ website, 

namely, http://www.phindia.com, http://www.tatamcgrawhill.com, and http://www.cengageasia.com. We 

mainly focused on the catalogues related to Computer Science, Computer Engineering and Information 

Technology. From these, we extracted textual information related to books introduction and kept these as 

independent text files. The extracted data were from 10 different domains, namely, Operating systems, Data-

base management system, Computer networks, Information technology, Programming Languages, Neural 

network, e-commerce, Bioinformatics computing, Algorithms and Software engineering. For  efficiently 

managing the dataset, we performed the Information retrieval experiments by taking 10 documents from 

each domain, thereby making a total of 100 documents. The data set was pre-processed for extracting the 

vector space representation, before the clustering algorithm was applied. Initially the stop words were re-

moved and subsequently stemming was done. We used the java version of Porter stemming Algorithm [22]. 

Frequency of each word in different documents and their respective weights were determined. This produced 

a very big list of keywords (or index terms). The top t maximium weighted terms were chosen from the da-

taset which resulted in the list of terms further being reduced to an even smaller size. The maximal weight of 

tj over all 100 document is taken to obtain the maximal-weight wj of the term tj i.e., 

100
max( )

1
wj wij

i


 . Once wj for 

all of these terms was obtained, the term list was sorted based on decreasing value of wj, and from this list 

we chose the top t. Here, for our experiment, t was kept at 100. So, every document was denoted as a vector 

of dimensionality of 100, after preprocessing.  

Before performing the clustering, we determined the number of clusters dynamically and experimentally it 

was found 10 (i.e., number of cluster c=10) for the experimental data set. We used this value of c in fuzzy c-

means algorithms and performed several experiments varying the value of fuzzification parameter m>1. The 

quality of cluster varies with the changing value of fuzzification parameter m>1 and pretty good clusters 

with meaningful document relationships were found with m=1.03577, while with increasing value of m the 

quality of clusters degrade and the clusters as a whole do not give a meaningful picture. The results were 

presented in the form of document-cluster relationship matrix. 

The concepts (e.g., Operating system, Computer networks, Database, etc) to be taught are identified and 

defined by subject expert. The concept vectors were created and represented in similar manner as that of 

document vector of dimensionality of 100. We used cosine similarity measure for determining the degree of 

similarity (i.e. relevance) between document and concept. The relevance between concepts and documents 

were represented in the form of concept-document relevance matrix. The concept-cluster relationship matrix 

was obtained by composing concept-document and document-cluster relations. We used max-min composi-

tion for this purpose. The significance of concept-cluster relationship matrix lies in the fact that whenever 

one wants to search documents related to a particular concept, this relation tells about the most appropriate 

cluster (i.e. optimal cluster) with highest probability of finding the desired document related to that concept. 

The search is then only limited to the optimal cluster rather than to the complete pool of documents, thereby 
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making the process of Information retrieval more efficient. 

The concept vectors are treated as query vectors for the purpose of retrieving documents matching the con-

cept (i.e. query) vector. For a specific concept, a graded collection of "best match" document are provided to 

the user which is based on the similarity measures. We performed several document retrieval experiments on 

the experimental data set with different concept vectors and found satisfactory results in terms of recall and 

precision as defined in Equation (12) and (11) respectively. 

6.0  CONCLUSION 

Development of smart information retrieval systems is greatly required currently, when searching relevant 

information from a big information pile has become a bigger challenge. Additionally, the exponentinal 

growth of information technology, increase in the e-learning deployment and online services and the avalibil-

ity of WWW(world wide web) has inundated people with so much information. Thus, we have a great re-

quirement of a strong automated information-retrieval-system. In this paper we have focused mainly e-

learning applications and have presented an efficient method for information retrieval by determining the 

most optimal cluster so that a user’s search for relevant documents is limited to a specific cluster rather than 

to the entire pool of documents. This considerably minimizes the searching time and makes the system more 

efficient. The domain knowledge representation and user model have also been discussed.  

The domain mainly comprises of the subject or domain knowledge, skills, and procedures that the system 

intends to teach and assess the students’ knowledge. The main role of a subject expert is to create domain 

knowledge base, which is the most crucial aspect and time consuming task of e-learning activities. We have 

proposed a novel scheme for searching documents related to concepts knowledge to be imparted to students. 

This may help students in efficient finding of documents related to their knowledge level (i.e. content adap-

tation) and also reduces the workload of subject-expert to a greater extent by helping them to synthesize 

course using existing learning objects available as e-learning repository. We have employed fuzzy clustering, 

fuzzy relation along with information retrieval techniques for discovering the underlying knowledge struc-

ture and identifying knowledge-based relationships between learning materials and retrieving the relevant 

documents and have implemented this technique in eLGuide prototype. 
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